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[bookmark: _Toc394931214]1.0	PURPOSE, SCOPE AND OBJECTIVES
1.1	Purpose: Weather and Climate Operational Supercomputer System (WCOSS) provides NOAA the Operational High Performance Computing (HPC) resources essential to support the processing of sophisticated numerical models used to predict and understand atmospheric and oceanic phenomena for weather and climate operational use. The WCOSS refers to the primary and backup supercomputers, related facilities, hardware, software and services. WCOSS refers to the total solution unless otherwise specified with the primary/backup modifier.
1.2	Scope: This SOW describes the requirements for the Contractor to design, develop, deliver, integrate, configure, test, validate, monitor, document, support, enhance, refresh, upgrade, fit-up and sustain the WCOSS total solution defined as the primary and backup supercomputers, facilities, and hardware, software and services.
1.3	Objectives: The objective is to acquire WCOSS capabilities that achieve NOAA’s HPC objectives that govern the intended use of WCOSS. WCOSS supports the Department of Commerce (DOC), National Oceanic and Atmospheric Administration (NOAA), National Weather Service (NWS) mission for the protection of life and property and the enhancement of the national economy. NOAA’s current contract for WCOSS expires on February 14, 2017. This acquisition will establish a new contract to include a transition period to migrate from the current to the new contract.  The overall objective is to deliver the maximum compute capacity and storage for both the primary and backup solutions over the expected life of the contract within the estimated available budget.
[bookmark: _Toc394931215]2.0	Background
[bookmark: _Toc394931216]2.1	Introduction
2.1.1	Mission Overview 
The DOC NOAA mission faces new urgency given the intensifying national needs of the environment, the economy, and public safety. NOAA WCOSS serves the NOAA mission by providing significant computational capability, which is the basis for modeling and simulation infrastructure support for NOAA’s operational HPC applications. These applications assess and predict environmental changes to support protecting life and property; providing decision makers with reliable scientific information; managing the nation’s living marine and coastal resources; and fostering global environmental stewardship. 
2.1.2	Growing Demand – NOAA is recognized as a world leader in understanding and predicting the Earth’s environment through advanced modeling capabilities, climate research and real time weather products. The growing concern of global climate change, weather impacts upon homeland security and aviation, hurricanes, tornadoes and other severe weather have spurred growing demand for weather, climate, ocean, and space weather information with increased accuracy, shorter lead times and greater model resolution. NOAA’s aggressive modeling plans are linked to the HPC technology curve which improves price-performance ratios over time providing increased computing resources critical to meet NOAA’s modeling objectives.
2.1.3	Reliable Model Execution and Product Delivery – The WCOSS provides computing capabilities to ensure increasingly more complex environmental models are executed reliably on-time, all the time. The models must complete on time with growing amounts of input data including observational and satellite data synchronized to an external (outside of WCOSS) worldwide data collection cycle. The WCOSS must be highly dependable to run operational models many times a day within a prescribed time window to reliably disseminate model guidance products on a fixed time schedule. WCOSS model run start and end times are available online at the following URL: http://www.nco.ncep.noaa.gov/pmb/nwprod/prodstat/.
[bookmark: _Toc394931217]2.2	Functional Overview
2.2.1	NPS and T2O – The WCOSS enables the NCEP Production Suite (NPS) and the Transition-to-Operations (T2O) capability. The NPS executes the operational production of the model runs from which the weather, climate, ocean and space weather forecasts are made. The NPS, as of August 2014, generates more than 14.8 million operational model products, which are disseminated each day to Government agencies, commercial interests, and the public (See Appendix B). The NPS is, as of August 2014, composed of approximately 900 applications, 40 of which utilize Message Passing Interface (MPI). The T2O consists of the processes that support model enhancements and next generation forecast models destined for NPS operations. T2O serves as a critical link in the chain from research, to development, and finally, to operations. The WCOSS interchangeably hosts the NPS and T2O and provides the framework to fail over the NPS and T2O to the other HPC system.
2.2.2	NCEP Production Suite – Each forecast system in the NPS runs in a fixed time window. Model systems may not start early, nor may they finish late due to strict product delivery commitments and subsequent run dependencies. These circumstances produce a very high peak-to-average computational load ratio and drive platform performance accordingly. At present the NPS utilizes approximately 60% of the primary system (See Appendix C)
2.2.3	Transition to Operations – The Backup WCOSS and a subset of the Primary WCOSS (not used or reserved by NPS approximately 40%) are fully utilized for T2O work by the NCEP Environmental Modeling Center (EMC), NCEP Service Centers, and other Government organizations. With the increasing complexity of the NPS, and the expectation of increasing skill for each of its forecast components, the need for T2O computing is increasing. (See Appendix D-2) Adequate T2O computing is essential to provide testing for scientific and computational reliability, and the generation of new model product lines.
[bookmark: _Toc394931218]2.3	Government Data/Applications and Contractor Provided Services
2.3.1	Government Developed at Government Expense
2.3.1.1	The NPS and T2O consist of NOAA input data, HPC applications and output data. NOAA’s input data includes satellite sources (e.g., geostationary and polar orbiters) and non-satellite sources (e.g., surface reports, land, marine, upper-air profiles, land soundings, aircraft). NWS National Centers for Environmental Prediction (NCEP) maintains and executes applications to include numerical models, libraries, post processing, and data flow. NCEP’s output data includes model prediction products in various formats (e.g., GRIB1, GRIB2, and Web content). 
2.3.1.2	NOAA’s operational HPC applications are coordinated, developed, and maintained by NCEP’s Environmental Modeling Center (EMC). EMC coordinates HPC application development across numerous organizations including NOAA and NWS offices/centers; Department of Defense (DoD); international meteorological centers; and other organizations linked to environmental modeling. NOAA’s operational HPC applications run on two HPC systems (Primary WCOSS and Backup WCOSS) operated by NCEP Central Operations (NCO).
2.3.2	Contractor Provided Services – The incumbent contractor provides services related to software, hardware and facilities to deliver and sustain the WCOSS which hosts NPS and T2O. The incumbent contractor’s software includes operating systems, compilers, libraries, and GFP software (e.g. IDL, Totalview). The Contractor’s hardware includes the supercomputers, storage, interconnects, LAN switches, and ancillary systems. The Contractor provided facilities includes physical space, mechanical, electrical, plumbing, and physical access controls.
[bookmark: _Toc394931219]2.4	Current Operations
2.4.1	The two current HPC systems reside in two geographically diverse locations to ensure continuity of operations. The Primary WCOSS is located in Reston, VA. the backup WCOSS is located in Orlando, FL.  Both the Primary and Backup systems are located in commercially leased facilities. The facilities are leased by the incumbent vendor.  
2.4.1	See Appendix E for a complete physical description of the current WCOSS.
2.4.2	See Appendix F for current filesystem I/O measurements.
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 IT Security is led by the NCEP/NOAA IT System Security Officer (ITSSO) who is a member of NCO. The ITSSO works in collaboration with a combination of Government and contractor support personnel who have responsibility for monitoring and maintaining all hardware, software, training, and policies consistent with all DOC, NOAA and other Federal requirements. The NOAA Computer Incident Response Team (N-CIRT) provides additional support, including incident response handling.
[bookmark: _Toc394931221]2.6	WCOSS Points of Contact – WCOSS points of contact include:
	2.6.1	Ben Kyger, WCOSS System Owner/Director, NCEP Central Operations, 	Ben.Kyger@noaa.gov, 301-683-3900
	2.6.2	Mike Kane, WCOSS PM and COR, Mike.Kane@noaa.gov, 301-683-3896
	2.6.3 	Doug Fenderson, NCEP Asset Manager, Doug.Fenderson@noaa.gov, 301-	683-3925
	2.6.4	Rene Rodriguez, NCEP ITSO, Rene.Rodriguez@noaa.gov, 301-683-3959  
[bookmark: _Toc394931222]2.7	NCEP Production Suite (NPS)
2.7.1	OPERATIONAL WORKLOADS
Each forecast system in the NPS runs in a fixed time window (see Appendix C). Model systems may not start early, nor may they finish late due to strict product delivery commitments and subsequent run dependencies. These circumstances produce a very high peak-to-average computational load ratio and drive platform requirements accordingly. Table 2.7-1 lists the major components of the NPS expected to be operational at the start of the proposed contract. The current WCOSS also supports National Ocean Service (NOS) and Office of Oceanic and Atmospheric Research (OAR) mission requirements and WCOSS may support other organizations in the future at the discretion of the Government. Over the life of the contract the computational load will increase due to higher resolution, more sophisticated physics and data assimilation algorithms, additional ensemble members, and new observations. New components will be added to the NPS to meet expanding forecast service requirements throughout the proposed contract.
TABLE 2.7-1: MAJOR NPS COMPONENTS AT PRESENT. 
	
ABBREVIATION
	
Name
	
Description

	
CFS/CDAS
	
Climate Forecast System
	Global coupled atmosphere-ocean-
land forecasts for seasonal and interannual missions

	
DGEX
	
Downscaled GFS by NAM Extension
	High resolution forecast covering North America.  Uses GFS boundaries and NAM model source.


	
EKDMOS
	Ensemble Kernel Density MOS
	Statistically-derived probability distributions of sensible weather elements.

	
ESTOFS
	Extratropical Surge and Tide Operational Forecast System
	Guidance for water level conditions in the Atlantic and Pacific basins.

	
GDAS
	Global Data
Assimilation System
	Provides the best description of the
atmospheric state based on all available observations

	
GEFS
	
Global Ensemble System
	Multi-member global forecast
system providing probabilistic guidance

	
GFS
	Global Forecast System
	
Global forecast model

	
GLAMP/LAMP
	Localized Aviation MOS Program
	
Statistical forecast guidance for sensible weather elements

	
HUR/HWRF
	
Hurricane Forecast Systems
	Provides guidance on hurricane
track and intensity for North Atlantic and East Pacific basins

	
HYSPT
	Hybrid Single Particle Lagrangian Integrated Trajectory Model
	Provides guidance on movement of air parcels, dispersion and deposition simulations

	
HIRESW
	High-Resolution Window
	High-resolution guidance for North America.

	
NDAS
	North American Model Data Assimilation
	Provides the initial condition for the NAM forecast

	
NAM
	North American forecast Model
	High resolution regional forecast model covering North America

	
NAEFS
	North American Ensemble Forecast System
	Multi-member, multi-Modeling Center  forecast system providing probabilistic guidance.  

	


NOS
	
National Ocean Service Forecast Systems
	Forecast water level conditions for various lakes, bays and rivers in North America

	
RAP
	
Rapid Refresh
	Hourly analysis and short forecast to
support Aviation and Severe Weather

	
RTMA/URMA
	
Real-Time Mesoscale Analysis
	High spatial and temporal resolution analysis/assimilation system

	
OFS/RTOFS
	Real-Time Ocean Forecast System
	
Daily ocean analyses and forecasts

	
SREF
	Short-Range
Ensemble Forecast System
	Multi-member regional forecast
system providing probabilistic guidance

	
VERF
	
Verification
	Verification system for operational models

	
WAVE
	
Wave Models
	Ocean surface wave forecasts for daily and hurricane applications



2.7.2 NPS memory utilization (see Appendix G)
2.7.3 NPS CPU utilization (see Appendix G)
2.7.4 NPS I/O Reads (see Appendix G)
2.7.5 NPS I/O Writes (see Appendix G)
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There are no Government furnished facilities offered to support this requirement.
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3.1.1	The Contractor shall deliver all services required to meet or exceed the requirements identified in this SOW.
3.1.1	The Contractor shall deliver a complete end-to-end solution for the Primary and Backup WCOSS that meets the service level agreements described in the SOW.
3.1.2	The solution shall be comprehensive and include all subsystems, components, services and personnel to include but not limited to: hardware, software, facilities, personnel, management, project management, 7x24x365 support, upgrades/refreshes, documentation and maintenance to provide a robust, scalable solution capable of meeting NOAA’s Operational HPC mission throughout the life of the contract.
3.1.3	The Contractor shall deliver and maintain a balanced system in terms of compute and storage. The storage shall be balanced between capacity and I/O bandwidth.
[bookmark: _Toc394931226]3.2	RESILIENCY, RELIABILITY, AVAILABILITY, AND SERVICEABILITY (RRAS)
3.2.1	OPERATIONAL USE TIME
3.2.1.1 The Contractor shall meet 99.9% Operational Use Time (see Appendix A).
3.2.1.2 Operational Use Time shall never exceed one-hundred percent (100%) availability in daily and monthly statistics.
3.2.2	SYSTEM AVAILABILITY
3.2.2.1 The Contractor shall meet 99% System Availability (see Appendix A).
3.2.2.2 System availability shall never exceed one-hundred percent (100%) availability in daily and in monthly statistics.
3.2.3	DEVELOPMENT USE TIME
3.2.3.1 The Contractor shall meet 99% Development Use Time (see Appendix A). 
3.2.3.2 Development Use Time shall never exceed 100% availability in daily and 	monthly statistics.
3.2.4	 SPARE NODES
3.2.4.1 Should an offer elect to include spare nodes as part of their architecture, these nodes will not be included in the calculations for DUT and OUT. For example: If the proposed solution contained 620 nodes plus 20 spare nodes, the OUT and DUT calculations would be based on 620 nodes.
3.2.4.2 Over the last year (2013 – 2014) the maximum number of nodes that were down at any one point in time was 19.
3.2.5	NUMERICAL REPRODUCIBILITY / ACCURACY
3.2.5.1 The requirement is to provide a system that exhibits reliably consistent bit-for-bit numerical reproducibility of benchmark results that are run on a given architecture and exhibit bit-for-bit reproducibility on all operational codes over the life of the contract. This includes bit-for-bit reproducibility for subsequent runs of the same code, same input data and same software levels with re-compilation using the same compiler and compiler flags or without re-compilation. 
3.2.5.2 Numerical results shall reproduce "known truth" (operational run for the same case) out to five (5) decimal places.
3.2.6	RUN TIME VARIABILITY
The requirement is to deliver a system that exhibit, within five percent (5.0%) of average, reliably consistent runtimes on successive runs of benchmark and operational codes within a consistent environment (compute, storage, I/O), same input data and same software levels with re-compilation using the same compiler and compiler flags or without re-compilation when run on either system.
3.2.7	NPS ON-TIME PRODUCT GENERATION
The requirement is to sustain NPS on-time product generation, for each product, within 15 minutes of target completion times at a rate of ninety-nine percent (99%) or better.
3.2.8	PRODUCT DELIVERY DURING FAILOVER
3.2.8.1 The requirement is to ensure no degradation in NPS product delivery occurs during planned and routine failover testing between Primary and Backup WCOSS.  
3.2.8.2 For unplanned failovers due to hardware, software, facilities and services provided by the Contractor, the Contractor shall be responsible for these failures and report these unplanned failovers in the  OUT and DUT monthly measurements
3.2.9	MAXIMIZE UTILIZATION
3.2.9.1 The Contractor shall deliver a full suite of tools and services to maximize the overall utilization of the Primary and Backup WCOSS.  
3.2.9.2 The Contractor shall provide documentation to the Government on how these tools and services will maximize utilization.
3.2.10	RESILIENCE
3.2.10.1 The WCOSS resources provided shall be resilient and include features whereby failures are predicted, detected and mitigated. 
3.2.10.2 These features include:
a. Sustain NPS and T2O as faults are detected;
b. Mechanisms to detect and defend against hardware, software and facilities faults; and,
c. Government interaction with these capabilities to include alerts and error logging.
3.2.11	WORKLOAD RESILIENCY
3.2.11.1 The requirement is to provide the WCOSS that supports workload resiliency for NPS and T20 to include serial, MPI and OpenMP applications.
3.2.11.2 These features should include actions such as restarts of applications from a system fault and other administrator and software actions.  It is not expected that the applications will need to checkpoint restarted.
3.2.12	SERVICEABILITY
3.2.12.1 The requirement is to provide services and upgrade the WCOSS and facilities with no disruption or impact to NPS and T2O to include hardware, software and facilities. 
3.2.12.2 Maintenance performed by the Contractor on a regular basis and emergency maintenance performed as required shall follow the NCO Configuration Management procedures.
3.2.12.3 Maintenance shall be performed while maintaining OUT and DUT performance objectives in accordance with terms and conditions of the WCOSS Contract. 
3.2.12.4 The Government will make the determination, in consultation with the vendor, as to whether NULL or Downtime is applied to maintenance activities.
3.2.12.5 Upon completion of routine and emergency maintenance, in addition to any tests required to confirm the success of the maintenance, the Government may, at its discretion, require the Contractor to demonstrate numerical reproducibility and runtime variability by either or both of (a) running a suite of forecast models that were operational at the time of the system maintenance; and, (b) running a mutually agreed upon set of the Contractor provided applications that include validating disk and I/O subsystems performance.  The Contractor shall assist the Government in the performance of these tests. The time required to perform NCO required validation tests will be considered NULL time and not charged against OUT, DUT, or System Availability.
3.2.12.6 Any upgrade or service maintenance activity requiring a system to be taken out of service shall not exceed 72 consecutive hours in duration. 
3.2.13	WCOSS 7X24X365 CALENDAR DAYS USAGE 
3.2.13.1 The WCOSS shall be available for use on a 7x24x365 calendar day’s basis. 
3.2.13.2 The Contractor shall provide at a minimum 4-hour response time for both hardware and software issues.
3.2.14	TOOLS AND SERVICES FOR RRAS
3.2.14.1 The Contractor shall provide a full suite of tools, visual displays, and services to achieve RRAS requirements.
3.2.14.2 The Contractor shall describe these tools and associated error detection, correction, prevention, and reporting attributes.
3.2.15	MONITORING AND DIAGNOSTICS
The Contractor shall describe and provide performance monitoring diagnostics tools and services to include the comprehensive set of HPC and facilities attributes (e.g. software stack, compute, memory, interconnects, storage, I/O, LAN, power consumption, cooling, and other environmental controls).
3.2.16	ACCOUNTING
The Contractor shall provide the WCOSS with an accounting package capable of tracking system utilization by individual accounts and IT resource categories including compute, memory, storage and I/O.
3.2.17	REPORTS
3.2.17.1 The Contractor shall provide monthly RRAS reports. 
3.2.17.2 The RRAS reports shall include at minimum the trend in OUT, DUT, System Availability, resource usage and bottlenecks for all major system components (e.g., software stack, compute, memory, interconnects, storage, I/O, LAN, power consumption, cooling, other environmental controls).  See Appendix H for sample report format.
3.2.17.3 Additional reports may be required at the Government’s request.
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3.3.1	SYMMETRY
3.3.1.1 The requirement is to provide the Primary and Backup WCOSS that are architecturally identical and symmetrical to each other.
3.3.1.2 While homogeneity can simplify system operation and maintenance, the architecture for each HPC system shall provide the best possible technically compliant solution to execute NPS and T2O workloads. 
3.3.1.3 The Contractor may use a heterogeneous configuration for each WCOSS; however, each WCOSS must be architecturally identical and symmetrical to each other. 
3.3.1.4 The Backup WCOSS, which will be utilized for contingency operations and host T2O, shall duplicate all aspects of the performance objectives of the Primary WCOSS to include node configuration, interconnects, switch bandwidth, I/O rates and system uptime.  
3.3.2	SCALABILITY
3.3.2.1 The Contractor shall accommodate expanding computational and service requirements. 
3.3.2.2 The Contractor shall scale the WCOSS and associated facilities to meet NOAA’s increasing processing and clock-driven NPS and T2O requirements;
3.3.2.3 The WCOSS shall be capable of executing NPS and T2O workloads over the life of the contract. 
3.3.2.4 Scaling of HPC components shall be integrated, balanced, and meet performance requirements over the life of the contract.
3.3.2.5 Scaling HPC and facilities components shall be comprehensive and integrated end-to- end.  HPC components include hardware, software, maintenance and services. Integrated site components include power, cooling, physical floor space, maintenance and services. See Appendix I.
3.3.3	PERFORMANCE
The Contractor shall ensure the WCOSS is capable of maintaining NCEP’s operational product delivery schedule and increasingly complex meteorological applications to run within the same fixed wall-clock time window. These workloads are comprised of a range of computational tasks (capability, capacity and I/O demands), including executing complicated models, data assimilation, data analysis, and product generation, with accompanying high-volume and low- latency data storage and retrieval.
3.3.4	COMPONENTS
The Contractor shall provide the WCOSS composed, integrated and configured end-to-end with the operating system, processors, memory, interconnect fabric, disk and other elements required to meet performance requirements and acquisition objectives.
3.3.5	PROCESSORS
3.3.5.1 The Contractor shall provide the WCOSS with processors that support both 32-bit and 64-bit fixed and floating-point numerical representations. 
3.3.5.2 The Contractor shall provide documentation to the Government of this capability and conforming standards.
3.3.5.3 In the future the Government may have a requirement for the vendor to provide fine grain types of processors.
3.3.6	PROCESSORS AND MEMORY
3.3.6.1 The Contractor shall provide all WCOSS processors (computational, interactive, and I/O) with sufficient memory available for its work loads. Scalability of NPS applications shall not be hampered by memory resources. 
3.3.6.2 The Contractor shall configure its systems to deliver optimal and balanced performance.
3.3.7	MEMORY
The Contractor shall provide a minimum of 2 GB per core for the compute nodes.
3.3.8	OPERATING SYSTEM
3.3.8.1 The Contractor shall provide the WCOSS with a UNIX-based operating system including documentation.
3.3.8.2 All components of the Operating System shall be operationally supported 7x24x365 by the Contractor, inclusive of upgrades, maintenance and support. 
3.3.8.3 The Operating system shall contain and integrate all system software components to include file system support for the storage systems. 
3.3.8.4 The Contractor shall describe the *nix standards of the proposed Operating System and the integration of the Operating System with other HPC components (e.g. filesystem, interconnects).
3.3.9	STORAGE
3.3.9.1 The requirement is to provide the WCOSS an appropriate amount (i.e. capacity and I/O bandwidth) of disk storage to fulfill NPS and T2O processing objectives over the life of the contract.
3.3.9.2 The proposal shall contain a rationale for the amount (i.e. capacity and I/O bandwidth) of disk storage that is proposed.
3.3.10	I/O
The Contractor shall provide the WCOSS with components connected via a framework providing I/O rates to support NOAA’s workload, including recovery from outages and interfacing to the NCEP Wide Area Network (WAN). See Appendix F for current file system I/O profiles.
3.3.11	INTEGRATED ARCHITECTURAL DESIGN
The Contractor shall clearly identify and document an integrated architectural design with interconnecting systems and subsystems at various levels in balancing performance and managing risk.
3.3.12	SINGLE POINT ADMINISTRATION
The Contractor shall provide the Primary and Backup WCOSS with the capability of being administered via a single, stand-alone workstation, on-site and remotely, which is capable of administering either the entire system simultaneously or on a node-by-node-basis.
3.3.13	TEST SYSTEM
3.3.13.1 The Contractor shall provide a separate test system that represents 1% of the capacity and computing resources of the Primary WCOSS system throughout the period of performance.
3.3.13.2 The test system shall be architecturally similar to WCOSS and capable of testing and validating hardware and software in a manner that is representative and consistent to the  WCOSS.
3.3.14	ARCHIVE SYSTEM ACCESSIBILITY
3.3.14.1 The requirement is to ensure the WCOSS is capable of transferring high volumes of data to a Government provided archive system located outside of the Contractor’s provided facilities. Note: The current archive is located at a NOAA facility in Fairmont, WV. 
3.3.14.2 The Government will be responsible for the WAN connectivity between the WCOSS and the archive system and for the availability of the archive system itself.  
3.3.14.3 The WCOSS I/O performance shall sustain the archive data flow. Data volumes remain relatively steady throughout the day. Data volumes increase at a rate equivalent to that of 	system performance. 
3.3.14.4 The WCOSS I/O performance shall scale with the NCEP WAN. Currently, NCEP provides a 10 Gbs WAN backbone between the Primary and Backup WCOSS and to the NCEP Washington D.C. metropolitan network.  Over the life of the contract the Government expects to increase its current WAN capacity beyond 10 Gbps.
3.3.14.5 The WCOSS shall accommodate peak periods to include transitions to future Government provided archive systems or recovery from outages. Peak periods remain for writes are estimated for NPS at 8 TB per day and for T2O 18 TB per day; and for reads estimated for NPS at 1 TB per day and for T2O 4TB per day.
3.3.15	NON-SCALABLE WORKLOADS
3.3.15.1 The Contractor shall include in the WCOSS architecture a capability to execute non-scalable programs (i.e., does not use MPI) which will use NPS and T2O data. 
3.3.15.2 These capabilities shall not adversely impact performance or create security risks to computing and I/O performance required to support NPS and T2O.
3.3.15.3 The non-scalable workloads include but are not limited to the following applications:
A. Data Flow - Systems executing data transport applications (i.e., DBNet, LDM) that receive and transfer data to external partners. For example, a large quantity of model data is transferred from the WCOSS to partners for dissemination to customers world-wide.
B. Scientific Applications - Systems executing scientific applications that use the WCOSS model output to create graphical files and include applications such as National Center for Atmospheric Research (NCAR) Graphics, GRADS, IDL, Advanced Weather Interactive Processing System (AWIPS) II and National Centers AWIPS (N-AWIPS).  For example, large quantities of graphic files are created to verify model performance and include transfers to Websites for external access.
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3.4.1	EXECUTING NPS OR T2O INTERCHANGEABLY
The Contractor shall provide the infrastructure capable of executing NPS and T2O workloads interchangeably. NPS executes on either the Primary or Backup WCOSS. T2O executes on the Primary and Backup WCOSS. The Government will determine the allocation of HPC computing resources to NPS and T2O functions. See Appendices C and D for current WCOSS utilization charts.
3.4.2	SWITCHING OF NPS AND T2O
The Contractor shall provide the framework for supporting the NPS and T2O failover process. This includes making the appropriate data available on the WCOSS in an efficient, robust and secure manner. The Government will control the failover processes including data mirroring functions. The Government is interested in architecture approaches that will minimize the disruption in T2O workloads during switching of NPS and T2O.
3.4.3	SWITCHING OF NPS   
The Contractor shall provide the infrastructure that supports controlled switching of the NPS workload from one system to the other. The NPS failover shall be completed within 15 minutes of initiating the failover process while meeting performance requirements. The Government controls the failover process.
3.4.4	SWITCHING OF T2O
3.4.4.1 The Contractor shall provide the infrastructure that supports controlled switching of the T2O workloads from one system to the other. 
3.4.4.2 The T2O workloads shall be completed within 90 minutes of initiating the failover process while meeting performance requirements. The Government controls the failover process.
[bookmark: _Toc394931229]3.5	PERFORMANCE IMPROVEMENTS
3.5.1	EXPANSIONS / REFRESHES / UPGRADES / FIT-UPS 
3.5.1.1 The Contractor shall provide balanced HPC lifecycle technology expansions, refreshes, and upgrades integrated with associated facilities upgrades and fit-ups. 
3.5.1.2 The Contractor shall provide the expansions, refreshes, upgrades and fit-ups using project management principles and executed with minimum disruption to WCOSS workloads. 
3.5.1.3 Growth options may be exercised at the discretion of the Government during the life of the contract to provide additional expansions / refreshes / upgrades / fit-ups.
3.5.1.4 The Contractor shall provide these technically compliant upgrades through either additional hardware very similar to the existing systems, wholly new systems, or a combination thereof. 
3.5.1.5 The Contractor shall submit a detailed implementation schedule (in Microsoft Project format) within Fifteen (15) calendar days of contract award (see section 3.19.2) for Government approval prior to proceeding. 
3.5.1.6 The Government reserves the right to delay an upgrade based upon the availability of new technologies to maximize price-performance ratios. 
3.5.1.7 All upgrades shall meet all performance objectives and requirements throughout the base period. The need for a balanced system (processing, I/O, storage, bandwidth, facilities) is mandatory to support these requirements. 
3.5.1.8 The Government may opt, at any time, to accept, defer, or reject each upgrade. The Government understands that it may incur some risk should it reject or defer a recommended upgrade.
3.5.1.9 All system upgrades requiring a system to be taken out of service shall not exceed 72 consecutive hours in duration. 
3.5.2	PERFORMANCE UPGRADES ACCEPTANCE
3.5.2.1 The Contractor shall adhere to the acceptance criteria in Section E for periodic performance upgrades. Acceptance criteria will be based on a suite of operational forecast models at the time of the upgrade. 
3.5.2.2 The suite will be based on the benchmarks and processes defined in Section J, Attachment 6. 
3.5.2.3 The Contractor shall meet performance requirements including demonstrating numerical reproducibility, runtime variability, and system performance guarantees including compute, storage and I/O.
3.5.3	PERIODIC UPGRADE PROCESS
3.5.3.1` The Contractor shall propose periodic upgrades over the life of the contract. 
3.5.3.2 The requirement is to provide periodic upgrades using a risk reduction process to include firmware and software updates. The cycle of periodic upgrades starts with the new configurations being demonstrated with a test machine (see paragraph 3.3.13) and implemented in the WCOSS environments using a schedule submitted by the Contractor for Government approval. 
3.5.3.3 All failover procedures will be submitted by The Contractor for Government review and approval. 
3.5.3.4 Prior to a rolling upgrade, the Contractor shall coordinate with the NCO production staff to determine the resources required to support production.
3.5.3.5 The Contractor shall test the roll back process and verify that the Contractor can return to the previous level and document how long that process will take.
3.5.3.6 In the event that NCEP needs to failover to a system that is being upgraded, it is assumed that the primary production system is no longer viable. At the point of a required failover, the Contractor shall determine if enough resources exist to support production in either state, upgraded or not upgraded. 
3.5.3.7 Based on NCO’s review and approval, the Contractor shall either roll forward or roll back the upgrade on sufficient nodes to support production.  
3.5.3.8 The Contractor shall then fence these nodes as production only.
3.5.3.9 These actions shall be coordinated by the Contractor with NCO and submitted to NCO for approval. 
3.5.3.10 The WCOSS Project Manager and COR shall be included in all coordination efforts initiated by the Contractor.
3.5.4	EQUIPMENT REMOVAL
3.5.4.1 The Contractor shall uninstall and remove all unused WCOSS and related facilities equipment, components, cables and other related items at no additional cost to the Government.
3.5.4.2 The Contractor shall follow NCEP’s property and configuration management processes as part of the Contractor’s uninstall and removal plans.
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3.6.1	PORTING NCEP CODES TO THE NEW WCOSS
The Contractor shall not be required to port the NCEP codes from the current WCOSS to the new WCOSS. The Government will be responsible for porting the NCEP models and applications to the new WCOSS and to future WCOSS upgrades and refreshes.
3.6.2	TRAINING
The Contractor shall provide training to the Government and support contractors sufficient to meet the Government's schedule of completing the code migration to the new WCOSS and future WCOSS upgrades and refreshes.
3.6.3	BENCHMARK PERSONNEL
3.6.3.1 The Contractor shall provide and facilitate, in a timely manner, the Government access to key Contractor personnel involved in benchmark run preparation for a period of at least 90 days after contract award. 
3.6.3.2 The Contractor shall provide and facilitate such access via e-mail, teleconference, phone, or in person meetings, as specified by the Government.  
3.6.3.3 These requirements apply for future WCOSS upgrades and refreshes as well.
3.7	HIGH PERFORMANCE STORAGE (HPS)
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3.8.1.1The Contractor shall provide an HPS system for the Primary WCOSS and provide a HPS system for the Backup WCOSS. 
3.7.1.2 The Contractor shall provide a balanced HPS that optimizes both capacity and I/O bandwidth.
3.7.2	PARALLEL FILESYSTEM
3.7.2.1 The Contractor shall provide parallel file systems. 
3.7.2.2 The HPS design may be a single filesystem of uniform design, or may be multiple filesystems individually optimized for differing I/O and storage requirements.
3.7.3	QUOTAS
3.7.3.1 Each HPS system shall support user and group quotas for number of files and space and include configuration, enforcement and reports. 
3.7.3.2 All performance requirements shall apply while quotas are enabled.
3.7.4	BANDWIDTH
3.7.4.1 The Contractor shall provide filesystem I/O transfer rates sufficient to meet performance requirements through the lifecycle of the WCOSS. 
3.7.4.2 These requirements include acceptance testing, run-time variability testing and on-time product generation from the NPS.
3.7.4.3 The Contractor is responsible for anticipating changes in computational performance requirements and maintaining system balance, including filesystem I/O rate, as NPS and T2O application suite changes over the WCOSS lifecycle. 
3.7.4.4 The Contractor shall maintain filesystem I/O bandwidth throughout the life of the filesystem regardless of issues such as fragmentation or nearing full capacity.
3.7.5	DIFFERING I/O AND STORAGE REQUIREMENTS
3.7.5.1 Each HPS system shall support differing I/O and storage requirements of the workload, to include:
3.7.5.2 Production jobs, for which the most important I/O activity is bursts of large-block writes, and for which the I/O requirement is to minimize the time idle CPUs are waiting on I/O;
3.7.5.3 Post-production jobs, which reorder the production output or compute new values based on it, and which tend to have heavy I/O, but are shorter and more random;
3.7.5.4 Data transfer jobs, which move data to and from the WCOSS, employ large or very large block reads and writes, and have a relatively low thread count; and,
3.7.5.5 On-line (i.e., non-archive) data retention needs for various categories of HPC input and output data.
3.7.5.6 Proposals may contain a heterogeneous mix of disk types optimized to meet these varying I/O requirements.
3.7.6	DEGRADED MODE
3.7.6.1 The requirement is for HPS system performance to minimize impacts to NPS and T2O when running in a degraded mode.
3.7.6.2 The Contractor shall quantify the degraded mode prior and during a degraded mode event.
3.7.7	FILE SIZING
Each HPS system shall support a minimum of one billion files and individual files that are at least 10TB in size.
3.7.8 METADATA
3.7.8.1 METADATA I/O - Each HPS system shall support a minimum performance of 3,000 metadata (file create) operations per second.
3.7.8.2 METADATA MANAGEMENT – The storage architecture shall provide dedicated resources that separate the metadata from the other data.
3.7.8.3 3.8.10	METADATA BACKUP AND RECOVERY - Each HPS system shall provide a method for the metadata to be backed up and the ability to search the metadata offline to identify what files have been lost in the event of a filesystem failure.
3.7.9	STANDARDS
3.7.9.1 Each HPS system shall be POSIX compliant.  
3.7.9.2 The contractor shall identify any deviations for Government approval prior to implementation.
3.7.10	REBUILD
3.7.10.1 Each HPS shall provide robust performance during a rebuild of sections of the filesystem. 
3.7.10.2 Individual file system disks will be rebuilt without significantly affecting overall file system performance
3.7.11	SCALING
3.7.11.1 T2O disk storage requirements grow at a rate larger than NPS requirements to support the development of models that will become operational on the next model upgrade cycle. 
3.7.11.2 As the system is upgraded the system will scale in a balanced fashion to include additional storage to maintain appropriate computing to storage ratios.
[bookmark: _Toc394931232]3.8	SHARED STORAGE SYSTEM (SSS)
3.8.1	WCOSS SSS
3.8.1.1 The Contractor shall provide a scalable and highly-reliable SSS at both WCOSS sites, integrated with each HPC system and other server computers. 
3.8.1.2 The SSS and HPS shall be independent such that the performance of the HPS is not affected by the usage of the SSS. 
3.8.1.3 All technical specifications of the HPS apply to the SSS, except where specifically noted below. 
3.8.1.4 The current SSS functions as a mirrored storage system, between the Primary and Backup WCOSS, used by T2O. It is reasonable for bandwidth and transaction capability to scale with size of the SSS and therefore both of these metrics can be ~10% of the aggregate maximum of the HPS.   
3.8.2	SIZE
Over the life of the contract the ratio of the SSS and HPS capacities will remain approximately the same, and the ratio of SSS I/O bandwidth to the SSS capacity will remain approximately the same and the ratio of HPS I/O bandwidth to the HPS capacity will remain approximately the same.
3.8.3	BANDWIDTH
3.8.3.1 The SSS shall support I/O transfer rates and storage capacity commensurate with NOAA’s increasing computational demands. 
3.8.3.2 The I/O bandwidth capability of the SSS shall not have a negative impact on the T2O workflow.
3.8.4	ACCESSIBILITY
3.8.4.1 The SSS shall be accessible by the Primary and Backup WCOSS. All information residing on the SSS will be accessible from both the Primary and Backup WCOSS.  
3.8.4.2 The availability of the data on either WCOSS system shall be independent of system availability such that data is accessible to one WCOSS system even in the event the other WCOSS system has suffered an interruption in service.
3.8.5 SYNCHRONIZATION
3.8.5.1 All data written on one WCOSS system will be visible on the other WCOSS system within 3 hours. 
3.8.5.2 All changes made on one system will similarly appear on the other system within the same interval if the other system is available for service.   It is realized that to achieve this requirement /SSS write rates must be constrained.   Write rates will not exceed 10TB/3 hours and file create/delete/change rates will not exceed 2 million/3 hours)
3.8.5.3. It is required that the inode information in each SSS file be duplicated and nearly identical on both WCOSS systems (with the exception of file create time)
3.8.5.4.   The ability to change SSS files on either system and have changes transmitted to the other system is desired.   It is acknowledged that the administrative complexity to both achieve and define this is substantial and a clearly defined one way replication with one system as writer and the other as receiver will be acceptable.
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3.9.1	WCOSS BRS
The Contractor shall provide an independent, scalable BRS at both WCOSS sites to provide data critical in re-establishing the NPS should there be an interruption of service.
3.9.2	SIZING
The BRS shall be sized for at least 60 days of Production data and any system-related information required to efficiently restoring full functionality following an interruption. The NPS currently produces 5.5 TB of Production data per day.  
3.9.3	BRS PROCESS
3.9.3.1 The BRS shall be automated and require minimal or no special actions by the computer user. 
3.9.3.2 The BRS shall provide a means for the user to influence or control the process at the discretion of NCEP management. 
3.9.3.3 Human interaction with removable media shall be minimal, and shall be limited to initial loading and the final disposal or off-site relocation.
3.9.4	INDEPENDENT
The BRS storage hardware and management software shall be completely independent from the HPS systems, but shall be fully integrated to enable system restoration
3.9.5	RESTORATION TIME
The BRS shall have the ability to restore NPS (see Appendices G and H) within six hours and T2O within 12 hours.
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3.10.1	LOCAL AREA NETWORK (LAN)
The Contractor shall provide the LAN for the WCOSS and connectivity to the NCEP WAN router at each WCOSS location. See Appendix J for high-level diagram of NCEP WAN. NCEP will provide WAN services including the WAN router at each of the WCOSS facilities.
3.10.2	COMPONENTS
The Contractor shall provide all LAN hardware and software, including cables, interconnects, and L2/3 switches.
3.10.3	BANDWIDTH
The LAN shall be capable of initially supporting connectivity to NCEP’s WAN which currently is 10 GB/s. Over the life of this contract the WAN speed my increase up to 100Gb/s. The bandwidth shall scale to performance levels commensurate to future NCEP WAN performance capabilities.
3.10.4	TUNING
3.10.4.1 The WCOSS Transmission Control Protocol (TCP) shall be tuned to maximize performance with high latency, high capacity WAN. 
3.10.4.2 The throughput shall be capable of fully utilizing the WAN capacity between WCOSS and other NOAA locations connections over the life of the contract.
3.10.5	LATENCY
The Contractor shall describe its approach to maximize WCOSS throughput given WAN latency is greater than 20 milliseconds (ms) to NCEP’s Washington, DC, metro WAN, and between the Primary and Backup WCOSS. The current Primary WCOSS is 3 ms and the Backup WCOSS is 20 ms to the NCEP’s Washington, DC, metro WAN. Currently, NCEP dataflows operate optimally at 20 ms or less latency.
3.10.6	SUPPORT
The LAN shall be operationally supported by the Contractor 7x24x365 for all LAN components and services.
3.10.7	HIGHLY AVAILABLE
The LAN shall be highly available to include fully redundant network interfaces to the WAN router.
3.10.8	MONITORING AND REPORTING
3.10.8.1The LAN shall include the ability for the Government to monitor the LAN including availability and utilization. 
3.10.8.2 The Contractor shall provide monthly reports for LAN activity include availability and utilization.
3.10.9	QUALITY OF SERVICE (QOS)
The LAN shall integrate with the Government’s implemented network quality of service and class of service.
3.10.10	DOCUMENTATION
The Contractor shall provide and maintain up-to-date documentation for LAN architecture.
3.10.11	INTERNET PROTOCOL (IP) ADDRESS MANAGEMENT
3.11.11.1The Contractor shall utilize the Government’s IP management scheme. 
3.10.11.2 The Government will provide private and public IP addressing which will consist of two public class Cs and one private class B. 
3.10.11.3 The Contractor shall determine the most appropriate use of IP addressing for WCOSS. The Contractor shall document WCOSS specific use of IP addressing and routing.
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3.11.1	LIFE CYCLE SUPPORT
3.11.1.1The Contractor shall provide lifecycle support for all installed software on the WCOSS and ancillary systems used by the Contractor to support the WCOSS and facilities. 
3.11.1.2 The lifecycle support shall include, but not limited to, errata and security patches, and upgrades / replacement software to ensure all software is not end-of-life and not obsolete. 
3.11.1.3 The lifecycle support shall follow NCO’s configuration management process.
3.11.2	SOFTWARE LICENSES
The Contractor shall provide, manage, support, and own all software licenses required by the WCOSS and ancillary systems used by the Contractor to support the WCOSS and facilities.
3.11.3	SOFTWARE INVENTORY
3.11.3.1 As part of the initial system acceptance the Contractor will provide a complete software inventory.
3.11.3.2The Contractor shall provide an up-to-date software inventory to the Government when the software inventory changes and when requested by the Government. 
3.11.3.3 The software inventory shall include software name, version number, description, where and when the software is installed, and license information, e.g., license management (i.e. hardware lock, enterprise), license expiration date.
3.11.4	DEVELOPMENT SOFTWARE
3.11.4.1 The Contractor shall provide, configure and support application development software for the WCOSS. 
3.11.4.2 The Contractor shall provide the following software or its equivalent:
•	FORTRAN 90/95/2003, C, C++ programming environments, including: 
· ANSI standard FORTRAN 90/95/2003, C, and C++ compilers
·  macro preprocessors
· source-level debuggers
· performance profilers
· support for 32-bit, 64-bit, and 128 bit  IEEE reals and integers
· support for reading and writing 32-and 64-bit IEEE floating-point formats in I/O operations
· MPI-1.1, MPI-2 I/O, MPI-2 one-sided communications (for Subsystems supporting parallel environments only)
· OpenMP
3.11.5	PROGRAMMING ENVIRONMENTS
3.11.5.1 The Contractor shall provide, configure and support the programming environment for the WCOSS. 
3.11.5.2 The Contractor shall provide the following software or its equivalent:
• Parallelized, optimized numerical libraries
• Optimized I/O libraries.
3.11.6	COMMERCIAL OFF THE SHELF (COTS) SOFTWARE
3.11.6.1 The Contractor shall provide, configure and support COTS software for the WCOSS.
3.11.6.2 The Contractor shall provide the following software:
•	(4) user licenses (up to a combined total of 256 processors) for The Etnus TotalView parallel debugger (www.totalviewtech.com) or equivalent
3.11.7	COMMUNITY SUPPORTED SOFTWARE
3.11.7.1The Contractor shall install and configure community supported software for the WCOSS. 
3.11.7.2 The Offeror shall install and configure the latest versions the software listed in Appendix L, unless otherwise specified:
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3.12.1	PREEMPTIVE PRIORITY AND GANG SCHEDULING
The Contractor shall provide the WCOSS capable of efficient preemptive priority and Gang scheduling.
3.12.2	DYNAMIC AND FLEXIBLE
3.12.2.1The Contractor shall provide the WCOSS with workload management software that functions dynamically and is flexible to meet NPS requirements including numerous scheduling changes to accommodate unanticipated disaster or operational test scenarios.
3.12.2.2 The workload management software must have the capability to run both serial and parallel jobs on a single node.
3.12.3	CONCURRENT EXECUTION OF NPS AND T2O APPLICATIONS
3.12.3.1 The Contractor shall provide the WCOSS capable, through software and hardware configuration, of executing both NPS and T2O applications concurrently on the Primary or the Backup system. 
3.12.3.2 The NPS applications shall be protected from T2O in order to meet performance requirements including operational use time, system availability, runtime variability, minimize IO contention, and maintain the product delivery schedule. 
3.12.3.3 The system shall be flexible to maximize T2O utilization of available system resources without impact on the NPS. 
3.12.3.4 The impact of T2O on the NPS shall be quantifiable and monitored in real-time.
3.12.4	MINIMIZE NPS IMPACT ON T2O
The Contractor shall provide, through software and hardware configuration, the capability of performing NPS required system upgrades and maintenance with minimal impact on T2O resource availability on the WCOSS.  This includes, but is not limited to, OS upgrades, NPS application testing and upgrades, switching between Primary and Backup WCOSS, and site maintenance.
3.12.5	SCHEDULER
3.12.5.1 The Contractor shall support a scheduler to manage the NPS workload . NCEP currently employs the ecFLOW (See Appendix P) application from the European Center for Medium range Weather Forecasts (ECMWF) to manage the flow of operational applications on the WCOSS. See the following URL for a description of ecFLOW:  https://software.ecmwf.int/wiki/display/ECFLOW/Home.
3.12.5.2 OPERATIONAL SUPPORTED SCHEDULER
The requirement is for the Contractor to operationally support the provided scheduler 7x24x365 calendar days through the life of the contract.
3.12.5.3 SCHEDULER UPDATES AND LIFECYCLE UPGRADES
3.12.5.3.1 The Contractor shall provide updates and life-cycle technically compliant upgrades to the scheduler.  
3.12.5.3.2 Prior to updates and upgrades, Contractor shall provide the update/upgrade plan and schedule to the Government for review and approval.
3.12.5.4 SCHEDULER DOCUMENTATION AND TRAINING
3.12.5.4.1 The requirement is for Contractor to maintain up-to-date scheduler documentation. 
3.12.5.4.2 The Contactor  shall provide all necessary training to NCEP, its partners (e.g., NWS’ Meteorological Development Laboratory),  and its contractors to configure and use the Contractor  provided scheduler as part of the transition plan to the WCOSS and prior to each scheduler update/upgrade as needed.
3.12.5.5 INFRASTRUCTURE FOR SCHEDULER
3.12.5.5.1 The Contractor shall provide 2 servers at each location (Site 1, Site 2, and NCWCP) to operate the scheduler.
3.12.5.5.2 The Contractor is responsible for the operations and maintenance of scheduler servers over the life of the contract.
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3.13.1	PRE-DELIVERY SYSTEM EARLY ACCESS (2 MONTHS)
3.13.1.1The Contractor shall provide early access (remote access is acceptable) to the pre-delivery system with characteristics similar to the proposed system within two months from the contract award date with resources sufficient to begin code migration. 
3.13.1.2 This system may be housed at a Contractor site that possesses sufficient internet bandwidth to support code migration.
3.13.2	TEST SYSTEM ACCESS (6 MONTHS)
3.13.2.1 The Contractor shall provide access (remote access is acceptable) to the test system with characteristics similar to the proposed system within six months from the contract award date with sufficient resources (approximately one-third the size of the initial system delivery) to validate numerical compatibility.  
3.13.2.2 This system may be housed at a Contractor site that possesses sufficient internet bandwidth to support code development.
3.13.3	PHASE I SYSTEM DELIVERY
3.13.3.1 The Contractor shall deliver the complete Primary and Backup WCOSS for Government access within 10 -12 months from the contract award date.
3.13.3.2 Independent system acceptance of the Primary and Backup systems is required within 13 – 14 months from the contract award date.
3.13.4	PHASE II DELIVERY
3.13.4.1 With base funding, the Contractor shall upgrade the Primary and Backup WCOSS and achieve acceptance of this upgrade no later than 24 - 25 months from the acceptance date of the second Phase I system.
3.13.4.2 If the Contractor chooses to augment the Phase I system with the Phase II system, then the Phase II system shall be fully integrated into the Phase I system, providing a single system at each site. The integration of the Phase I and II systems shall not result in each of the Phase I systems being out of service for more than 72 consecutive hrs.
3.13.4.3 The Contractor shall provide an increase to the HPS as part of the Phase II delivery. If Phase I system remains all of the HPS must be globally available across Phase I and Phase II.
3.13.4.4 Throughout the Phase II lifecycle, the Contractor shall meet all performance requirements and ensure system/site component and end to end system does not adversely impact system performance and dependability to include model run times, numerical reproducibility, and I/O performance.
3.13.5	 PHASE III DELIVERY
3.13.5.1 With base funding, the Contractor shall provide a Phase III upgrade to the Primary and Backup WCOSS and achieve its acceptance no later than 25-28 months from the acceptance date of the Phase II system.

3.13.5.2 Throughout the Phase III lifecycle, the Contractor shall meet all performance requirements and ensure system/site component and end to end system does not adversely impact system performance and dependability to include model run times, numerical reproducibility, and I/O performance.
3.13.5.3 If the Contractor chooses to augment the existing systems with the Phase III system then the integration of the existing system and the Phase III systems shall not result in each of the existing systems being out of service for more than 72 consecutive hrs.
3.13.6	PHASE IV DELIVERY
3.13.6.1 With base funding, the Contractor shall provide a Phase IV upgrade to the Primary and Backup WCOSS and achieve its acceptance no later than 25-28 months from the acceptance date of the Phase III system.
3.13.6.2 Throughout the Phase IV lifecycle, the Contractor shall meet all performance requirements and ensure system/site component and end to end system does not adversely impact system performance and dependability to include model run times, numerical reproducibility, and I/O performance.
3.13.6.3 If the Contractor chooses to augment the existing systems with the Phase IV system then the integration of the existing system and the Phase IV systems shall not result in each of the existing systems being out of service for more than 72 consecutive hrs.
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3.14.1	SYSTEM ADMINISTRATION
3.14.1.1 The Contractor shall identify and provide the system administration personnel necessary to meet performance requirements and acquisition objectives. 
3.14.1.2 The Contractor shall provide support staff to administer the WCOSS and its peripheral devices and to work with NCEP staff members who support NPS and T2O. 
3.14.1.3 The Contractor shall provide at least one on-site system administrator at the Primary System location and at least one on-site system administrator at the Backup System location.  
3.14.1.4 System administration support is required 7X24X365.
3.14.1.5 The Contractor is responsible for organizing system administration to meet all requirements and for ensuring competent staffing at all hours.
3.14.1.6 On-call system administrators are required to provide expert assistance to Government personnel engaged in supporting on-time product generation and dissemination. 
3.14.1.7 Contractor personnel working normal business hours (See Appendix A) and on-call for emergency staffing is acceptable by the Government.
3.14.1.8 PASSWORD RESETS
3.14.1.8.1 Government system administrators are responsible for resetting user passwords during normal business hours.
3.14.1.8.2 The Contractor shall be responsible for resetting user passwords outside of normal business hours and responding within one (1) hour upon receipt of the request.  
3.14.2	HELPDESK
3.14.2.1	WCOSS Helpdesk
3.14.2.1.1 The Contractor shall operate a WCOSS helpdesk to address user questions, problems and general inquiries. 
3.14.2.1.2 The helpdesk shall primarily operate via a Web interface. 
3.14.2.1.3 The helpdesk function shall be designed for non-operational issues. 
3.14.2.1.4 All Operational issues, especially those potentially impacting system dependability requirements, shall be dealt with via a direct telephone call to a WCOSS System Administrator.
3.14.2.2	HELPDESK RESPONSE
3.14.2.2.1 The Contractor shall respond to help desk tickets within 24 hours of the ticket being submitted. 
3.14.2.2.2 The Contractor shall provide a contact for non- emergency tickets within 1 hour and shall include contact information. 
3.14.2.2.3 The Contractor shall report all unresolved tickets aged more than two (2) days at the weekly reporting meeting, where the current status of each ticket shall be discussed.
3.14.2.3	EMERGENCY RESPONSE
3.14.2.3.1 The Contractor shall provide and maintain Emergency Response Support staffing levels necessary to meet performance objectives of WCOSS. 
3.14.2.3.2 Incidents that negatively impact NCEP’s ability to run production jobs or perform development work are usually reported to the support staff via telephone. 
3.14.2.3.3 The Contractor shall respond within thirty (30) minutes upon notification.
3.14.2.3.4 For both business hours and non-business hours the Contractor shall provide accurate contact information and a schedule of availability for support personnel.
3.14.2.3.5 All reported incidents shall be properly and clearly documented as to the status and final disposition and action(s) taken within twenty-four (24) hours of closure.
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3.15.1 The Contractor shall provide a comprehensive training program for WCOSS administrators prior to system availability.
3.15.2 The program shall include periodic refresher training for new releases. 
3.15.3 Courses for end-users shall be on-site at NCEP and other NOAA facilities in the D.C. metropolitan area, for scientific staff and include classes on, but are not limited to, system basics, compiler features, and performance tuning and optimization features.
3.15.4 Training for System Administrators shall be a combination of standard classes taught at Contractor facilities and on-site classes. Topics shall include, but are not limited to, advanced system administration, file systems, resource management, performance tuning, system troubleshooting, and failure analysis.
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3.16.1 The Contractor shall provide electronic system documentation online and make it available to all WCOSS system users at the time of pre-delivery system availability. 
3.16.2 The Contractor shall maintain and keep all system-related documents up-to-date over the life of the contract. Documentation shall include:
• System Hardware/Software Manuals
• System Operations Manuals
• User Manuals (System, Commands, Compilers, Assembler, Debugger(S), Libraries,   Performance Utilities, Etc.)
• System Programmer Manuals
• System Administrator Manuals
• WCOSS *nix “Man Pages”
• Advanced level documentation in support of training activities
• Problem Reporting Process Guide
• Best Practices
• Other documents identified by the Government
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3.17.1	SECURITY REQUIREMENTS
3.17.1.1 The Contractor shall provide an operating system for the WCOSS that is secure, robust and can be updated with the latest security patches and fixes. WCOSS security level is classified as a High Impact System in accordance with FIPS PUB 199.
3.17.1.2 The WCOSS shall comply with all applicable Federal, Department of Commerce and NOAA IT security policies and standards.
3.17.2	ASSESSMENT AND AUTHORIZATION (A&A)
3.17.2.1 The Contractor is responsible for ensuring all A&A processes and documentation required for system acceptance is followed and complete. 
3.17.2.2 The Contractor shall maintain a consistent and NCEP approved security posture and assist NCEP with WCOSS security activities. 
3.17.2.3 The Contractor shall maintain the IT system in accordance with Federal Information Processing Standards (FIPS) 200 and NIST Special Publication (SP) 800-37. 
3.17.2.4 All IT equipment delivered as part of this procurement shall be considered a Government computing resource from a Government IT security perspective, regardless of its location or actual owner. 
3.17.2.5 The WCOSS System Owner (SO) will be the Director of NCEP Central Operations. The WCOSS Information System Security Officer (ISSO) will be the NCEP Information Technology Security Officer (ITSO).
3.17.3	SCANNING
3.17.3.1 The Contractor shall comply with NCEP’s scanning practices. 
3.17.3.2 Scanning will occur at minimum on a monthly basis. 
3.17.3.3 All equipment on the WCOSS LAN shall be scanned for vulnerabilities by the ISSO each time there is a new connection.
3.17.4 IT SECURITY POLICIES AND REGULATIONS
3.17.4.1 The Contractor shall comply with NOAA IT security policies and regulations. 
3.17.4.2 The Contractor shall comply with Federal Information Security Management Act (FISMA), OMB policy and NIST guidelines to include and not limited to NOAA Information Technology Security Policy; and NWS Management, Operational, and Technical Controls Policy.
3.17.4.3 The Contractor shall be responsible for monitoring the work performed and ensuring that all required NOAA IT security procedures are followed by all contract support personnel to which the Contractor grants temporary short-term system access.
3.17.5	IT SECURITY AWARENESS TRAINING
3.17.5.1 The Contractor and its subcontractors shall complete the NOAA Security Awareness Training. Security awareness is crucial to safeguarding NOAA’s information assets and all system users attend Security Awareness Training on an annual basis as mandated by NOAA. This course is mandatory for all NOAA employees, contractors, and temporary personnel (any visitors, guest workers, or associates who plan to work at a NOAA HPCS site and use IT resources).  
3.17.5.2 All Contractor and subcontractor’s new employees shall take the course within three days of employment.  This training course is accessible, using a NOAA Email address, through a link from the NOAA computers security program website at https://www.csp.noaa.gov.
3.17.6	NETWORK/SYSTEM ADMINISTRATORS SECURITY TRAINING
3.17.6.1 All Contractor and subcontractor network/system administrators shall complete an initial 24 hours of IT security training annually through the System Administration, Networking and Security (SANS) Institute or a Government-approved training alternative.
3.17.6.2 Contractor staff members and their subcontractor’s network and system administrators shall complete eight (8) hours of IT security training annually of IT security through the SANS Institute or a designated Government-approved training alternative.
3.17.7	SECURITY BACKGROUND CHECKS AND CLEARANCES
The Contractor and its subcontractors shall complete the necessary background checks and clearances prior to accessing the WCOSS and related infrastructure.
3.17.8	NOAA BADGE
The Contractor and its subcontractors shall obtain NOAA badges following procedures from the Office of Security at NOAA, see http://www.osec.doc.gov/osy/noaa/1.htm.
3.17.9	TWO FACTOR AUTHTENTICATION SUPPORT
3.17.9.1 The Contractor shall point all interactive authentications to the government maintained two factor authentication server(s). The system is currently a RSA two factor solution.   Operational accounts will be exempt from two factor authentication. 
3.17.9.2	 The Contractor shall provide the following facilities support and minimal occasional smart-hand support as required in support of the government-provided two factor authentication infrastructure:
• Four (4) NEMA 5-20 receptacles.  Two should be provided power from one PDU    (Power Distribution Unit) and two (2) from an alternative
• The equipment will be housed in the NOAA owned racks and occupy three RUs
• Max power draw will be 750 watts
• Max cooling is 2559 BTUs
3.17.9.3 To support the Government’s implementation of its two factor authentication solution, the Contractor shall provide two bastion host servers at each site that are capable of interfacing with the government’s bastion host infrastructure. 
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3.18.1	The Contractor shall provide Project Management (PM) services which include but not limited to the following:
· Risk Management
· Schedule Management
· Requirements Management
· Cost Management
3.18.2	HIGH-LEVEL PM PLAN (PMP)
3.18.2.1The Contractor shall provide a high-level PMP for all proposals to include the Contractor’s approach to achieve deliverables on schedule and within budget. 
3.18.2.2 The high-level PMP shall include a 2-level Work Breakdown Structure (WBS); associated milestone schedule; risk management plan that describes the Contractor’s approach to manage risks and issues; and risk register with identified risks/issues and associated responses/mitigation strategies.
3.18.3	DETAILED PM PLAN
3.18.3.1 The Contractor shall provide a detailed PMP within 15 days of proposal awards and updated weekly or as required by the Government.
3.18.3.2 The Contractor shall include the following in the detailed PMP:
a. Contractor’s approach for managing project tasks and deliverables
b. WBS that depicts the Contractor’s division of work for all tasks and specify human resources assigned to work on each WBS element
c. Risk Register to document identified risks/issues and associated responses and mitigation strategies
d. Integrated Schedule used by the Contractor to manage the schedule for the required tasks, deliverables and associated due dates
3.18.3.3 The PMP shall be updated on a periodic basis, no less than 2 times a year.
3.18.4	NCO MANAGEMENT PROCESSES
The Contractor shall participate with NCO management processes. These processes include:
A. NCEP daily operations meetings and be prepared to discuss any outstanding issues;
B. NCEP weekly Configuration Control Board (CCB) meetings and abide by CCB processes and procedures to manage WCOSS and facilities changes;
C. Conduct weekly program status meetings and be prepared to discuss an up-to- date PMP maintained by the Contractor; and
D. Follow NCEP’s asset management process including maintaining an inventory of WCOSS IT assets and assist the Government with WCOSS related property management and inventory verification.
3.18.5	 PROJECT REPORTING
3.18.5.1 The Contractor shall provide monthly project status reporting consistent with NOAA and DOC project reporting status standards using a Web portal.
3.18.5.2 Project reporting includes the following:
A. Project Overview: 
Provide a brief synopsis of the project
B. Contractor’s Project Manager’s Assessment: 
The project manager’s risk rating assessment for cost, schedule, technical and overall based on a “Green” (on schedule – no risks), “Yellow” (minor risks), and “Red” (major risks). Any risk “Red Ratings” shall require that Contractor  provide the Government a CONOPS and Time-Phased Schedule and track all related affected task to “Green” status for the purpose of ensuring the overall health of the program while minimizing risk to support the technically compliant requirements.
C. Summary Execution Status:
A summary of activities accomplished in the current reporting month and planned activities for the following month.
D. Financial Status Report:
Describes burn rate with planned, actual and variances by month displayed in a table and line chart for the duration of the project. 
E. Integrated Project Plan:
The integrated project plan shall include planned dates, actual dates, variances, days of slack, and a highlighting of milestones on the critical path.
F. Performance Measures:
Includes planned and actual performance metrics and a detailing of how measures are assessed, determined, calculated, and collected.
G. Risk Management Framework
Includes risk categories budget/financial, human resources, procurement, cost, reporting system performance outcomes,
a. IT systems and other categories deemed necessary based on the project. Risks are reported for internal, external, level (H/M/L), a mitigation strategy and current status; 
b. Risk detail and mitigation for imminent or “triggered” risks (issues).
H. Quad Assessment Chart:
That includes a summary assessment of the project including a quadrant detailing performance measures, key issues/risks, schedule, cost, and budget. See Appendix M for sample Quad.
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3.19.1	GEOGRAPHIC LOCATION
3.19.1.1 The Contractor shall locate the Primary and Backup WCOSS in two geographically separate locations.  
3.19.1.2 The systems shall be separated by at least 120 miles.
3.19.2	AVAILABLE POWER, COOLING, AND PHYSICAL SPACE
The Contractor shall provide available and reliable power, cooling, and physical space to meet WCOSS performance requirements including operational use time, system availability, and no degradation to WCOSS product delivery during planned, routine failovers between the Primary and Backup system.
3.19.3	ACCESS CONTROLLED SPACE
3.19.3.1 The Contractor shall provide access controlled WCOSS space accessible 7x24x365 to WCOSS Contractor and Government staff.
3.19.3.2 The access list will be approved by NCO.
3.19.4	SCALABLE POWER, COOLING, AND PHYSICAL SPACE
3.19.4.1 The Contractor shall provide power (currently ~300KW  for each WCOSS site), cooling and physical space (currently 6000 square feet for each WCOSS site) scalable to support fit-ups and other modifications to support WCOSS lifecycle technology expansion or refresh approximately every 30 months, including parallel operation for existing and new system (swing space). 
3.19.4.2 The power, cooling and physical space shall be scalable to support optional WCOSS growth options, exercised at the discretion of the Government.
3.19.5	SITE MANAGEMENT
3.19.5.1 The Contractor shall provide 7x24x365 site management integrated with NCO’s operational monitoring and response processes.
3.19.5.2 The Contractor shall provide a WEB interface displaying site environmental data (i.e. air temperature, humidity, chilled water flow, chilled water temperature, etc.) , network cameras to monitor physical access to the Primary and Backup WCOSS. This interface can be accessed by authorized NCO personnel.
3.19.6	TELECOMMUNICATIONS INFRASTRUCTURE
3.19.6.1 The Contractor shall provide access controlled telecommunications space with protected power and cooling for WCOSS equipment, including NCEP networking equipment, accessible 7x24x365 by NCEP personnel. 
3.19.6.2 Contractor facilities shall include telecommunication infrastructure to be made accessible and available to NCEP personnel and NCO’s contracted telecommunication providers. 
3.19.6.3 Contractor telecommunication infrastructure shall support the extended demarcation to NCO’s WAN router.
3.19.6.4 Contractor telecommunication infrastructure shall provide physically separated network paths into each location and across the property.
3.19.6.5 The sites shall have established telecommunications from at least two telecommunication providers (incumbent local exchange carriers (ILEC)/local exchange carrier (LEC)). 
3.19.6.6 Contractor telecommunication infrastructure shall be capable of supporting redundant 10Gbps circuits scalable to redundant 100Gbps.
3.19.7	FEDERAL SECURITY COMPLIANCE
3.19.7.1 The Contractor shall adhere to the NOAA IT Facility Standards Guide (ver 1.02 May 2007). 
3.19.7.2 The Contractor shall support NCO for WCOSS site Certification, Test, and Evaluation.
3.19.8	SITE INSPECTIONS
3.19.8.1 The Contractor shall make accessible and coordinate Government site inspections. 
3.19.8.2 After contract award, Government inspections may be conducted annually or more frequently at the Government’s discretion. 
3.19.8.3 The requirements to be met during the site inspections are contained in Appendix O.
3.19.8.4 Deficiencies determined by the inspections that impact performance requirements shall be remedied by the Contractor at no additional cost using a schedule approved by the Government.
3.19.8.5 The Contractor shall support periodic site visits by NOAA property managers to ensure accountability and maintainability of assets.
3.19.10	NCEP WAN AND NETWORK SERVICES
3.19.10.1 The Contractor shall provide protected space, power, and cooling for the NCEP WAN, scheduling and network services equipment (e.g. DNS, NTP, SMS, and LDAP). 
3.19.10.2 The Contractor shall provide 7x24x365 access for NCEP personnel. 
3.19.10.3 The Contractor shall provide 7x24x365 hands-only support to power on/off equipment; reseat cards; and other functions requiring human intervention. 
3.19.10.4 The Contractor shall provide sufficient space, power and cooling for two NCEP cabinets at each WCOSS facilities (See Appendix N). Each receptacle pair shall be configured to separate power distribution units. Listed below are anticipated power and cooling requirements:
•	NCEP Network Services Cabinet 1 (Primary WCOSS)
· 2 NEMA L6-30 receptacles (208volt 30amp single phase)
· 2 NEMA L5-20 receptacles (120volt 20amp)
· 2 NEMA L6-30 Receptacles (208volt 30amp single phase)
· 5KW and 1.7 Tons of air cooling
•	NCEP Network Services Cabinet 2 (Primary WCOSS)
· 2 NEMA L6-30 receptacles (208volt 30amp single phase)
· 2 NEMA L5-20 receptacles (120volt 20amp)
· 2 NEMA L6-30 Receptacles (208volt 30amp single phase)
· 5KW and 1.7 Tons of air cooling
•	NCEP Network Services Cabinet 3 (Backup WCOSS)
· 2 NEMA L6-30 receptacles (208volt 30amp single phase)
· 2 NEMA L5-20 receptacles (120volt 20amp)
· 2 NEMA L6-30 Receptacles (208volt 30amp single phase)
· 5KW and 1.7 Tons of air cooling
•	NCEP Network Services Cabinet 4 (Backup WCOSS)
· 2 NEMA L6-30 receptacles (208volt 30amp single phase)
· 2 NEMA L5-20 receptacles (120volt 20amp)
· 2 NEMA L6-30 Receptacles (208volt 30amp single phase)
· 5KW and 1.7 Tons of air cooling
3.19.10.5 The Contractor is responsible for the network links from the site demarcs to the system locations.
3.19.11	DOCUMENTATION
3.19.11.1 The Contractor shall provide cable plant (inside and outside), and mechanical, electrical and plumbing (MEP) drawings of the two facilities proposed to house the Primary and Backup WCOSS. 
3.19.11.2 After contract award, the Contractor shall provide up-to-date as-built cable plant and MEP drawings for the Contractor provided facilities for the life of the contract.
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In accordance with the ID/IQ’s terms and conditions, submittals are required for items such as the following:
	a. Section E.6 –  Acceptance Test Plan (Submittal)
	b. Section G.7 – Progress Reports (Submittal)
	c. Section H.9 – Security Process Requirements (Submittal)
	d. Section H.11 – Key Personnel (if changes apply)
	e. Section H.13 – Electronic and Information Technology (Submittal)
	f. Section H.14 – Security Requirements for Information Technology Resources 	(Submittal)
	g. Any other clause which requires submittal or documentation.
[bookmark: _Toc394931245]3.21	GOVERNMENT FURNISHED FACILITIES
The Government reserves the right to provide Government furnished facilities consistent with periodic technology upgrades.
[bookmark: _Toc394931246]3.22	OPTIONAL Requirements
3.22.1	APPLICATIONS ANALYSTS SUPPORT
3.22.1.1 The Contractor shall provide support staff to assist the Government with code optimization, data migration, training, and code conversion.
3.22.1.2 The Contractor shall provide three (3) full time application analysts.
3.22.1.3 The Contractor maybe requested to provide additional application analysts over the life of the contract.
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