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31 July 2014

The benchmark codes along with higher resolution runs are in the process of being updated and not ready for release at this time.  Baseline timings will also be updated after the next upgrade of the operational computer.   This attachment is included as a source of information and will be updated with the release of the RFP.  
The contractor shall complete tables 1a, 1b, 2a, 2b, 2c, 3a, 3b, and 3c related to the performance of the benchmark suite for the offered Primary and Backup WCOSS  Source code optimizations made outside of Class A require the contractor to propose an additional full set of tables. Performance projection methodology must be described in detail. 

The capability benchmark codes consist of the global forecast model GFS T878, the global analysis GSI T878L, the mesoscale forecast model NMM 9km, and the wave model WW3. The capacity benchmark is the GFS T382. The Contractor shall provide measurements for three distinct configurations to demonstrate scalability of the benchmark codes on a single system in Tables 1a and 1b.  The Contractor shall describe the configuration of each system, with respect to architecture, number of processors and amount of memory.  The capability and capacity benchmarks will make up a major portion of the Live Test Demonstration suite, see Section L.7.2.


 Table 1a shall contain wall clock run times in seconds for the capability benchmark codes.  This table is intended to aid the government in determining the risk associated with performance projections. The scaling study for Table 1a shall include one data point at or near the proposed processor count used for the X-factor in Table 2a.

Table 1b shall contain the number of forecast hours completed in a 60-minute window for the capacity benchmark GFS T382.  Although the GFS T382 is a capacity benchmark, the government is interested in the scalability of the GFS T382 on the proposed system under various system configurations.


Table 2a for the Base Period shall contain either actual or projected system performance, and noted as actual or projected, as a guaranteed speedup X-factor relative to the previous phase baseline operational system for each individual benchmark's number of concurrent copies.  The capability baseline consists of running each individual benchmark's number of concurrent copies across the compute only nodes.  The speedup X-factor is computed by dividing the previous phase baseline operational system wall clock time by the proposed wall clock time.  The initial delivery column is the speedup X-factor over the current WCOSS Baseline and the phase II column is the speedup X-factor over the initial delivery column.  Similarly, Table 3a is for the Option Period with the Phase III column being the speedup X-factor over the Phase II column and the Phase IV column being the speedup X-factor over the Phase III column. 


Table 2b for the Base Period shall contain either actual or projected system performance, and noted as actual or projected, as a guaranteed increase factor compared to the number of hours forecast in 60 wall clock minutes on the previous phase baseline WCOSS system. The current WCOSS Baseline Forecast Hours was measured on the Primary WCOSS system. The vendor is encouraged to run as many concurrent copies as possible to maximize the throughput and increase the total number of forecast hours. The capacity baseline consists of running copies of the capacity benchmark for as many forecast hours in one wall clock hour using only the compute nodes. The speedup X-factor is computed by dividing the proposed forecast hours by the previous phase baseline operational system forecast hours. The initial delivery column is the speedup X-factor over the current WCOSS Baseline and the phase II column is the speedup X-factor over the initial delivery column.  Similarly, Table 3b is for the Option Period with the Phase III column being the speedup X-factor over the Phase II column and the Phase IV column being the speedup X-factor over the Phase III column. 


Table 2c  for the Base Period shall contain either actual or projected system performance, and noted as actual or projected, as a guaranteed speedup factor relative to the previous phase baseline operational system for the Copygb IO benchmark using no more than 7% of the compute nodes.  The Copygb IO baseline consists of running 320 instances on no more than 7% of the Primary WCOSS nodes. The Copygb IO time is computed from when the first job starts to when the last job finishes. The speedup X-factor is computed by dividing the previous phase baseline operational system wall clock time by the proposed wall clock time.  The initial delivery column is the speedup X-factor over the WCOSS Baseline and the phase II column is the speedup X-factor over the initial delivery column.  Similarly, Table 3c is for the Option Period with the Phase III column being the speedup X-factor over the Phase II column and the Phase IV column being the speedup X-factor over the Phase III column.
In addition, the government requires that a government provided IO metatdata intensive benchmark running alongside the NMMB benchmark, with output frequency of 20 minutes, will show a degradation of no more than 10% in elapsed time for the NMMB benchmark, while meeting Section C requirements.   

The government shall determine the benchmark codes for each future upgrade beyond the initial delivery. The benchmarks will be based on the following:

1.  The capability benchmark suite will consist of the operational or soon to be operational versions of the global forecast, global analysis, meso forecast, and marine model.
2. The capacity benchmark will be the operational or soon to be operational version of the global forecast model at approximately one third of the operational resolution.

3. The Copygb IO benchmark will remain the same however the number of copies will double.

4. A new baseline will be generated on the operational system for each benchmark to use for measuring the next phase speedup guarantee.

The Contractor may submit benchmark source code improvements outside of Class A, subject to the requirements in Section C. All changes to the benchmarks shall be provided to the Government.  The Government reserves the right to disallow source code/script changes that are outside of Class A.

Definition:

Class A (Bug Fixes): Strictly bug fixes to make codes compile or run correctly.

Table 1a: Capability Benchmark Performance Scaling Study
	Wall clock seconds
	Configuration 1
	Configuration 2
	Configuration 3

	
	
	
	

	Global Fcst  GFS T878 (48h)
	
	
	

	Global Analysis GSI T878L
	
	
	

	Meso Fcst NMM 9km (24h)
	
	
	

	Wave  Model WW3
	
	
	


Table 1b: Capacity Benchmark Performance Scaling Study 
	Forecast Hours
	Configuration 1
	Configuration 2
	Configuration 3

	
	
	
	

	GFS T382 
	
	
	


Table 2a: Base Period Performance Guarantee
	
	Concurrent Copies
	Current WCOSS Baseline (Seconds)
	Phase I (Jan 2016)

X-factor
	Phase II / Phase I

X-factor

	Global Fcst GFS T878 (48h)
	16
	3726
	
	

	Global Analysis GSI T878L
	32
	3130
	
	

	Meso Fcst NMM 9km (24h)
	6
	3640
	
	

	Wave Model WW3
	32
	4126
	
	


Table 2b: Base Period Performance Guarantee
	
	Current WCOSS Baseline (Fcst Hours

in 60 minute window)
	Phase I (Jan 2016)

X-factor
	Phase II / Phase I

X-factor

	GFS T382 
	12678
	
	


Table 2c: Base Period IO Performance Guarantee
	
	Concurrent Copies
	Current WCOSS Baseline (Seconds)
	Phase I (Jan 2016)

X-factor
	Phase II / Phase I

X-factor

	Copygb IO
	320
	72
	
	


Table 3a: Option Period Capability Performance Guarantee
	
	Concurrent Copies
	Phase III / Phase II

X-factor
	Phase IV / Phase III

X-factor

	Global Fcst GFS T878 (48h)
	16
	
	

	Global Analysis GSI T878L
	32
	
	

	Meso Fcst NMM 9km (24h)
	6
	
	

	Wave  Model WW3
	32
	
	


Table 3b: Option Period Performance Guarantee
	
	Phase III / Phase II

X-factor
	Phase IV / Phase III

X-factor

	GFS T382 
	
	


Table 3c: Option Period IO Performance Guarantee
	
	Concurrent Copies
	Phase III / Phase II

X-factor
	Phase IV / Phase III

X-factor

	Copygb IO
	
	
	


