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A).  GLOSSARY
7x24x365 is a term to describe high-availability and defined as seven days a week, twenty four (24) hours a day, each and every day of the calendar year.
Capability: Ability to execute a fixed number of copies of a benchmark application across multiple nodes in as short a period of wall-clock time as possible. 
Capacity: Ability to simultaneously execute as many copies of a benchmark application utilizing the entire system within a specified wall-clock limit.  
Development Use Time (DUT) is defined as the percentage of time development jobs can run on the WCOSS.  DUT is determined by considering all WCOSS resources minus the resources necessary to execute the entire NCEP Production Suite (NPS). The Transition to Operations (T2O) executes within the DUT and the T2O will execute on the Primary and Backup WCOSS. 
DUT shall be computed monthly as follows:
DUT = (TOT – DDT – NULL)
TOT - NULL
TDT = Total Development Time is the total number of processor minutes in a month not consumed by the NPS
DDT = Development Down Time is the total number of processor minutes when WCOSS resources were not available to run development applications 
NULL = Development Down Time that the government has agreed to exclude from the monthly DUT calculation  
DUT calculation will be rounded as noted in the following examples: 
Example 1: if DUT is 98.5%, DUT will be rounded to 99%.  
Example 2: if DUT is 98.49%, DUT will be rounded to 98%.
Down-Time: The period of time when the WCOSS hardware, software, facilities, and/or services are unavailable.  The start of Down-Time is based on root cause analysis.  Down-Time ends when the WCOSS is returned to NCEP in operable condition.  The WCOSS, facilities, or individual component thereof, may be declared inoperative while problem diagnosis takes place.  During a period of Down-Time, NCEP may continue to use operable components of the WCOSS when such action does not interfere with maintenance of the inoperable component.  
LDM: Local Data manager (see http://www.unidata.ucar.edu/software/ldm/)
Normal Business Hours: Normal business hours are from 8:00 AM (Eastern Standard Time) – 5:00 PM (Eastern Standard Time) Monday thru Friday (excluding Federal Holidays).
Operational Use Time: Operational Use Time (OUT) is defined as the percentage of time the NCEP Production Suite (NPS) can run on the WCOSS.  OUT is determined by considering all WCOSS resources in which a subset of this total resource is necessary to execute the entire NPS. The NPS executes on either the Primary or Backup WCOSS.  Within each 30-month lifecycle, see C.3.6, NPS consumes approximately 30% of the resources of one WCOSS during the start of the lifecycle and approximately 90% of the resources of one WCOSS during the end of the lifecycle. The NPS will never consume more resources than can be supplied by either the Primary or Backup WCOSS.
OUT shall be computed monthly as follows:
 OUT = (TOT - ODT - NULL)
                  TOT - NULL
TOT = Total Operational Time is the total number of minutes in a month
ODT = Operational Down Time is the total number of minutes when WCOSS resources were not available to run the entire NPS
NULL = Operational Down Time that the government has agreed to exclude from the monthly OUT calculation  
OUT calculation will be rounded as noted in the following examples:
Example 1: if OUT is 99.75%, OUT will be rounded to 99.8%.  
Example 2: if OUT is 99.749%, OUT will be rounded to 99.7%.
Operational Support:  Multi-tiered support in which a first tier is available on a 24X7 basis and deep expertise is available during business hours that can resolve the most difficult issues.  Service levels are defined and agreed to for each level of support.
Reliability: The ability of a system or component of the system to perform its required functions under stated conditions for a specified period of time without failure or interruption in service.
System Availability: The percentage of time the WCOSS was available to run operational (NPS) and development (T2O) jobs. System Availability is determined for the Primary WCOSS and is determined for the Backup WCOSS. Each WCOSS maintains a separate monthly System Availability metric.  System Availability shall be computed as the ratio of total processor minutes available for running the operational and development suites to the total processor minutes available each month.  System availability shall be calculated as follows:
 System Availability = (TPT – DT – NULL)
TPT - NULL
TPT = Total Processing Time is the total number of processor minutes in a month for the Primary WCOSS and for the Backup WCOSS
DT = Down Time is the total number of processor minutes when the Primary WCOSS resources and Backup WCOSS were not available to run operational and/or development applications
NULL = Total number of minutes that the government has agreed to exclude from the monthly DT calculation
In systems that contain hot, active, failover nodes, which may be configured as extra compute nodes, these nodes will not be used in determining TPT, such that System Availability shall never exceed 100%, either daily or in monthly statistics.


B.) NCEP Model Production Suite Graphic
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C.) NPS High Watermark Chart
Production Utilization 59.3% -  July 17, 2014
38.2% Production,  21% Parallel  down from 77.7% early June 2014
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D.) T20 High watermark Chart
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E.) WCOSS Physical Description (per system):
	Components
	Phase I
	Phase 2*
	Totals

	Compute NODES
	620
	1,008
	1,628

	Spare Nodes 
	20
	18
	38

	Peak TFs
	213
	522
	735

	Cores
	10,048
	24,192
	34,240

	Spare Cores
	320
	432
	752

	Processor Type
	Intel Sandy Bridge
	Intel Ivy Bridge
	

	Processor Clock Speed
	2.6 Ghz
	2.7 Ghz
	

	Cores/node
	16
	24
	

	Service Nodes
	45
	50
	95

	Memory/core
	2 GiB
	2.66 GiB
	

	Disk Storage
	2.331 PB
	2.034PB
	4.364PB

	Shared Storage
	259 TB
	266TB
	525 TB

	Backup Tape Capacity
	600 TB
	N/A
	

	Interconnect Fabric
	Mellanox FDR
	Mellanox FDR
	

	Operating System
	Red Hat Linux
	Red Hat Linux
	

	Filesystem
	GPFS
	GPFS
	

	Scheduler
	ecFlow
	ecFlow
	

	
	
	
	

	
	
	
	


*Note: Phase II systems are in the process of being installed as of the date of the RFI. Phase II systems expected to operational by Jan 2, 2015.


F.) WCOSS Filesystem I/O Measurements
Operational System:
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Development System
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G.) NPS Metrics
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H.) RRAS Sample Report
[image: ]


I.) Pre-Award Site Inspection
PRE-AWARD WCOSS GOVERNMENT INSPECTION REQUIREMENTS FOR CONTRACTOR PROVIDED FACILITIES
a.	Two existing facilities
b.	Available, reliable and scalable physical space, power and cooling infrastructure consistent with technical proposal including fit-up plans and mechanical, electrical and plumbing (MEP) drawings of the two facilities proposed to house the Primary and Backup WCOSS (see Section C.3.19.12).
c.	Established telecommunications infrastructure to include network paths into the building and across the property consistent with technical proposal including inside/outside cable plant drawings (see Section C.3.19.12).
d.	Physical security and plans to provide controlled physical access to proposed WCOSS


J.) NCEP WAN
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K.) Rserved


L.) Community Software List
	ITEM:
	SOFTWARE DESCRIPTION:

	1
	a2ps

	2
	bzip2

	3
	EnvMod

	4
	ecFlow

	5
	ElectricFence

	6
	ESMF

	7
	evince

	8
	gedit

	9
	GEMPAK

	10
	ghostscript                ghostscript-fonts

	11
	GIS

	12
	GNU-GSL

	13
	Google Maps

	14
	GrADS

	15
	gzip

	16
	HDF4

	17
	HDF5

	18
	HPSS

	19
	ICS

	20
	IDL

	21
	ImageMagick

	22
	LAPACK

	23
	jasper                                    jasper-devel                         jasper-libs

	24
	libpng

	25
	libxml2

	26
	mpiserial-wrapper

	27
	NCL-NCARG

	28
	NCO

	29
	ncompress

	30
	ncurses                               ncurses-base                           ncurses-libs

	31
	NetCDF

	32
	PNetCDF

	33
	OpenMotif

	34
	Perl

	35
	PM-Carp-Clan

	36
	PM-Date-Calc

	37
	PM-Date-Manip

	38
	PM-HTML-Parser

	39
	PM-Sub-Uplevel

	40
	PM- Test-Exception

	41
	PM-Test-Inter

	42
	PM-Text-CSV_XS

	43
	PM-Time-modules

	44
	PM-XMLNameSpaceSupport

	45
	PM-XML-Parser

	46
	PM-XML-SAX

	47
	PM- XML-SAX-Base

	48
	PM-XML-SAX-Expat

	49
	PM-XML-Simple

	50
	PM-XML-Twig

	51
	python

	52
	python-dateutils

	53
	ruby

	54
	Subversion

	55
	TotalView

	56
	unzip

	57
	vim

	58
	Vis5d+

	59
	zip





M.) Sample Quad Chart
[image: ]



N.) Government Furnished Equipment (GFE)
a.	NCEP will provide the NCEP WAN to each WCOSS facility.
b.	NCEP will provide racks and related equipment, maintenance agreements, IT security, monitoring, and management to support the NCEP WAN and NCEP Alternate Processing Site.
c.	The Contractor will not have complete care, custody and control of the NCEP provided equipment located at each of the Contractor provided facility. Because the sites are unmanned by NCEP personnel, this SOW contains requirements for access controlled physical space, power, cooling and hands-only support for NCEP provided equipment.



O.) Site Inspection Requirements
WCOSS GOVERNMENT INSPECTION REQUIREMENTS FOR CONTRACTOR PROVIDED FACILITIES
a.	Inspect and review mechanical rooms.
b.	Inspect and review raised floor plenums, drainage, cable tracks, labeling, and management.
c.	Inspect and review established telecommunications infrastructure to include extended demarcation and network paths into the building and across the property.
d.	Inspect and review network cabling protection and redundancy provisions.
e.	Inspect and review power and cooling distribution and control systems.
f.	Inspect and review logs of equipment failures, corrective actions taken and maintenance results.
g.	Inspect and review preventive maintenance schedules.
h.	Inspect and review emergency plans, and results of drills.
i.	Inspect and review testing procedures and schedules.
j.	Review training provided to facility managers, maintenance and security personnel.
k.	Inspect and review safety and fire protection equipment and operation.
l.	Inspect and review physical security.
m.	Review 7x24 facilities management processes.
n.	Review facilities capacity management processes.
o.	One or more written problems will be presented regarding problem escalation procedures.


P.) ecFlow Architecture
Local ecFlow 
Servers
Gyre
Tide
remote 
ecFlow Servers
Ecflowview user
Local ecFlow 
Servers
1 Gb Enet
10 Gb Enet – WAN
FDR Infiniband
10 Gb Enet
WAN
Maryland
Reston
Orlando
IB Switch
IB Switch
Ethernet
Switch
Ethernet
Switch
Ethernet
Switch
Ecflowview user

Each NCEP location has two ecFlow servers (IBM x3650M4 standalone servers) which run the ecFlow application.  The ecFlow servers can coordinate tasks and provide redundancy in case of failure.  The NCEP sites are connected together via the NCEP 10Gb wide area network connections.  The ecFlow servers in Reston and Orlando act as gateways from the Ethernet IP network to the Infiniband IP network, allowing the remote ecFlow servers and users direct access to the compute nodes in the clusters at each site.  Work flows can be scheduled from any of the ecFlow servers to any of the sites.  Users can run the ecFlowview software, connecting to the ecFlow servers over the NCEP Ethernet WAN.  Additional ecFlow servers could be added to host additional workloads.
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. Current Customer Business & Strategic Results
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« Continued stability of both Tide and Gyre.
« Metrics - DUT of 100% in June. OUT of 100%.

« Two factor authentication proposal submitted on 7/8.

« attend regular daily and weekly NCEP meetings.

« Workon decreasingtickets and continue to focus on high priority tickets /
action tems.

« Continue work on improving WCOSS tools and performance.

Risks: Current risk being worked.

ks, Issues, and Innovations

+ 3 open issues being worked.

Innovation:
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